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Abstract—This paper presents a cross-layer approach for iter- speech quality improvement compared to the benchmark sys-
ative source-channel decoding (ISCD) in wireless VoIP networks tem, Speech-ISCD (S-ISCD), which does not incorporate the
The novelty of the proposed method is the incorporation of neader bits into the ISCD process. The achievable speech

both, speech bits as well as protocol header bits, into the ISCD lit ins h b db f simulati d
process. The header bits take the role of pilot bits having perfect dUallty gains have been measured by means or simulation an

reliability. These bits are distributed over the frame as strong are illustrated in Sec. V. Finally, conclusions are drawn in
supporting points for the MAP decoder which results in a Sec. VI.

significant enhancement of the output speech quality compared

to the benchmark scheme using ISCD for speech only. For this II. ITERATIVE SOURCE-CHANNEL DECODING

approach, we exploit cross-layer concepts that support the dir The concept of ISCD is one example for the efficient use

communication between non-adjacent layers. These concepts L S -
enable the iterative exchange of extrinsic information between th of the turbo principle [] in digital speech transmissiordan

source decoder located on the application layer and the channel IS .iIIustrated in Fig. 1. By source encoding,_ a speech frame
decoder located on the physical layer. This technique can also bes is represented as a set @&f codec-specific parameters

applied to audio and video transmission. v., k = 1...K, that are quantized and assigned to unique
bit patternsx,, = (z1 ...z, ) of length M,. Finally,
I. INTRODUCTION these bit patterns are grouped to form the output bit stream

L . . — x = (x1x2 ... xK) Of the source encoder. The goal of the
Key aspects in digital mobile radio communication SysStems, .ce encoder is the reduction of natural source redugdanc
are bandwidth efficiency and bit-error robustness. It h@be,  jrelevancy within each speech frame for bit rate rédnct
proven that iterative source-channel dechl_ng (ISCD)[E]]' hile guaranteeing a certain speech quality. In conveation
[3] can perform close to the Shannon limit with reasonabie,\qmission systems, a channel encoder purposely adds re-
pomputatlonal complex[ty and paanW|dth consumption. T htﬁmdancy to the bit stream to cope with radio-link-relatéd b
improvement of decoding quality is achieved by utilizing, -5 at'the receiver side. However, in the case of ISCD, bes
r_edundancy of the source e_ncoded _S|gnal by means Of_ a_tu%efformance can be expected by using redundant bit mappings
like exchange of extrinsic information between soft-detis pgis) [6] concatenated with an inner channel encoder ef rat
source decode_rs _and cha_nnel decoders._ - r =1 (see [7]). RBMs can be easily expressed by conventional
However, this |nformat|on_ exchange is more difficult tq%it mappings protected by parameter-individual block sode
realize in packet-based mobile telephone networks dueeto t The ISCD decoder is based on the iterative exchange of ex-
logical separation of source coder (located on the appticatt insic information between the SISO (Soft-Input/Softt@ut)
layer) and channel coder (located on the physical layefhannel decoder [8] and the SDSD (soft-decision source
\oice over Internet Protocol (VolP) transmission is baged Qjecoder) [9]. This turbo-like process can provide decoding

. ; . . LHen‘ormance close to the Shannon limit assuming a sufficient
[4] that is standardized by the International Organizafion , \her of decoding iterations. The interleavemithin the

Standardization (ISO). This model prohibits the direct €0Myrative loop plays a key role in such transmission systems

munication between ”0”'?"1?08?“ Iayers and, COnseq"’e'ﬁ'lrﬂyspreads the extrinsic information of each single data bit
the exchange of soft (extrinsic) information between seurg, o the complete data frame. This rearranged information
and channel decoder. In order to tap the potential of ISC

in future communication systems, cross-layer commuraoati

will be mandatory. Assuming cross-layer communication, we; Source Encoder
will further demonstrate that header bit information can bg: [parameter| v | ouantizer || RE%gn0aNt 'x ] Channel | ¥
exploited to support the iterative speech decoding process | Exiraction Mapping_|: Encoder

This paper is organized as follows: Sec. Il briefly reviews -------====------------------~ (L[éé‘](x) 2
the fundamentals of ISCD. Sec. Ill describes our crossHayéa Soa | o [ Paramerer] |Uiiization % SIso J
\VoIP system design and Sec. IV th'e proposed protpcol—headef Synthesis [~ 1| Estimation ‘—szdﬁr‘:;;‘;ec : 322233 z
supported ISCD concept. We will show that this Speech- 1 -

Header-ISCD (S/H-ISCD) system will result in a perceivable

Soft Decis(ié)lgssls))urce Decodeir L Seég D(x)
This work has been supported by t'llm Research Centre, RWTH )
Aachen University' Fig. 1. Baseband model of the ISCD system.
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Fig. 2. Speech-Header-ISCD transceiver for the downlinwireless VoIP systems.

can be reused in the SISO channel decoder and the SD@Dthe base station. The parameters can be estimated and re-
respectively, in order to refine the reliability informatidor quantized before transmission to the remote signal syisthes
each bit. The reliability information is commonly expredsemodule. In order to attain high data compression, a speech
in terms of log-likelihood ratios (LLRs). Assuming a bipolaencoder calculates from the incoming speech frames a set of
representation of each hit i.e.x € {—1,1}, thea posteriori quantized codec-specific parameters, such as gains and filte
LLR can be stated as coefficients, and the excitation signal for the synthesterfil

The speech data are protected against radio-link-relatedse

Pz =+1
L(z|z) = In H, (1) using parameter-individual block codes for the redundaint b
(z = —1lz) Mappings (RBMs) before performing the outer interleaving
where z = (z(1) ... z(n) ... 2(N)) with z(n) € R, mou Withinthe network domain, protocol headers are attached

n=1...N e, denotes the received data frame of lengtt¢ the incoming speech data forming the VoIP packet. Strong
N. The sign ¢ = sign{ L(e)}) of this LLR specifies the hard forward error correction (FEC) codes are additionally &bl
decision output bit and the magnitud&(e)| represents the to the protocol headers to enable error correction at the
reliability of this decision. Applying Bayes’ theorem inxeid receiver while cyclic redundancy checks (CRCs) are part
form, (1) can be split up into the transmission related imfar Of the protocols to check for residual bit errors within the
tion L(z|z), the bit-wisea priori information L(z), and the decoded hea_ders. In the base _sta_tion, header_ and speech bits
terms of extrinsic informatiorL /X (z) (channel decoder) and are systematically rearranged within the downlink packeab
L[Se[X)t%D(x) (source decoder) according to novel systematic rearrangement module (SRM) as illustrate
in Figure 3b. This leads, in contrast to the conventionahfat;
L(z|z) = L(z|z) + L(z) + LEY(z) + L& (2).  (2) to an even distribution of header bits within the packet. The
, . motivation for this unusual rearrangement strategy will be
For more details, the reader is referred to [3], [10], [11].  given in Section IV. Finally, each VoIP packet is channel
encoded by a rate-1 convolutional encoder, interleavecéy t
Ill. CROSSLAYER SYSTEM DESIGN inner interleaverr;, and modulated for transmission.
Let us consider the downlink scenario of our proposed

S/H-ISCD transceiver system as depicted in Fig. 2. Only At the receiving end, the mobile device performs signal
the downlink case has been considered in this paper, sisg@thesis using the ISCD concept. The soft demodulated and
all layers are located on the same mobile device principaltiginterleaved packet is decoded by the SISO channel decoder
enabling the utilization of ISCD. That does not hold true fothat provides reliability information for each header bitda
the uplink scenario where the channel decoder is allocatgpgeech bit. After the separation of header and speech by the
at the base station and the source decoder is at the reninterse SRM (SRM1), the protocol headers are decoded and
switching center. Due to delay and traffic constraintsaiiens checked by their CRCs for residual bit errors. While packets
between these elements might not be possible. Howeverwith faulty headers are discarded within the protocol stack
this case parts of the kernel of the SDSD can be implementealckets with correctly decoded protocol headers are fat®ear
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to the SDSD located on the application layer. This is the most— = =0 --=-% =1

important aspect of our proposed concept, since t_hesequfwfeFig. 4.  Trellis-diagram for the convolutional IIR rate-1 dm with the

known bits can be used in the decoding process, improving @erator polynomiaG = (2),-

extrinsic information and, thus, the speech quality as ritesd

in the next section. . . C is illustrated in Fig. 4. Please note that this very simple
The C”t.'cal point in radio communication networks base&?%nvolutional code is not applied in our transmission syste

on ISCD s the logical separation of the source decoder & ut taken as an example for the following discussion due to

the channel decoder. Therefore, we have permitted crgss-la

communication in order to realize reliability feedbackvbetn its simplicity. We assume w.l.0.g. that a headerbit 0 is
. . y feedback\be placed within the packet at time instanke= 0 *. Remember
the both non-adjacent layers. In this case, extrinsic médion

about the speech bits, calculated by the SDSD, can be pastsha this bit is known after the first ISCD iteration and tHere

" o only the solid transitions in Fig. 4 are valid within the ti®l
back as adqmonaa priori k_nowlr-;dge to the _SISO_ Cha.nneldiagram at\ = 0. Using the well-known MAP algorithm
decoder. This can be realized in the downlink, i.e., in t

mobile %], the extrinsic LLR L[Ceﬁ(;v) at A = 1 (speech bit) can
' be calculated by means of (4) - (7). In the proposed system,
IV. EXPLOITATION OF PROTOCOLHEADER INFORMATION  the initial state reliabilities; (0) and a4 (1) can be refined

In contrast to commonly considered ISCD systems, extrify the channel-related LLRSY (y) = LY (y) = Lo(2ly) at
sic header information is also generated assuming that #}€ header bit position due to the reduced number of valid
application layer has access to the protocol stack and tiFij{€ transitions. Please note, as we assume a non-syistemat
all packets reaching the application layer contain colyectchannel code, we have to consideyz|y) instead ofZo(z|x).
decoded headers. In this case, all header bits are known af§ State reliabiliies are given by
can be encoded again to determine the encoded header bits tha [in]( )
have been incorporated by the ISCD transmitter. The related Ly~ (y

0) = ap(0)76(0,0) = ag(0) exp | 2% 8
LLRs can be represented by extrinsic LLRS™ (z) with 21(0) = 20(9)70(0,0) = @0(0) Xp( ®
an absolute value approaching infinity. ThuLéL'fXﬁ (z) can be 7in] (y)
expressed as a1(1) = ap(1)y0(1,1) = ap(1) exp <—°> )

2
foq(x) —z-00 , xe{-1,1} 3)
Note, that the first term of (6) can be skipped since both

bit positions during SISO channel decoding. In the S/H-ISC liabilities o) (S(A)) are equally affected by this term and

. in .
transceiver system, the interaction between the SRM and {HE& influence Ong. (x) — oo has already been incorporated
SISO channel decoder plays a key role. While the SR skipping the impossible transitions at = 0. Let us
provides an even distribution of header bits within the VolP!"ther assume thaio(0) = ao(1) and .51(([)9))5 Pi(1). This
packet, the SISO channel decoder "smears” the peafpdori  Implies that no extrinsic information (i.eL¢j5 () = 0) can
knowledge of the header bits over some adjacent speech BsProvided by the benchmark VoIP system that does not
and generates extrinsic speech LLRs with increased riitjabi incorporate header bits into the ISCD process. Using (8) ,
This successfully works due to the fact that during channé)) and
encoding header bits and speech data bits are linked tagethe

producing output bits that contain information of protocol - [eXt](O 0) —v[ex‘](l 0) = exp (Lll"‘] (y)>
’ - /1 ’ -

Hence, we can utilize perfeetpriori knowledge at all header

header bits as well as speech data bits. Since each header Mm=m 2
bit supports the soft decoding of speech bits located in its ,
X L L L[Iﬂ]( )
surrounding vicinity, they are equally spaced within theksd = ,Y[ext](l 1) = ,y[ext](o 1) =exp | -2 Y
by the SRM. In this case, the header bits can be interpreted as ! ’ ! ’ 2 ’
pilot bits with perfect reliability that act as strong supiig
points for the maximum a posteriori (MAP) channel decoder. o ) ) ]
To give an analytic explanation for the effectiveness of thqinm? extrinsic [m]formanon [f,?erw"f = 1 can be derived by setting
d method, the trellis di for th lutiotl Lo (W) = Lo () and By (SO) = —BA(S(A) for A = 1.
proposed method, the trellis diagram tor the convolutl Assuming bits that are equally affected by the channel, dmysigns have

rate-1 code with the octal generator polynom@l = (%)8 to be swapped to account for the state change.
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Fig. 5. MAP algorithm applied for SISO channel decoding.

(12.2kbit/s) of the adaptive multi-rate narrow-band (AMR-

'L1 —1 ' ' . _ _____ NB) speech codec [12] is used for source encoding. Unequal
- — =L = - - error protection is realized by parameter-lndlwdual nedant
B - = L,=5 |- I bit mappings (RBMs) of rate®™ = M M* which apply rate-
38 - T T T T flexible linear block codes for each parameter= 1...M
_N 2t .z . of length M,,. M} is the number of used parity bits. The
,//’ rate-constrained design specification can be mathemgtical
o o . . expressed as follows:
0 20 40 60 80 100 1 -
LM () Gy = (Ing, 1as.1 Poas, s 1) » 5 <7k <1 11)
Fig. 6. Extrinsic informationL[ce,XEt])(m) for different LI (y) := L1. Gq = (IMN I’]*VIMM':) , O<r BM < =, (12)
we can compute..S () for our proposed system: with I, denoting theM,, x M, identity matrix, 1Mm1 the
. M, x 1 all-one matrix (i.e. a matrix containing only ones).
L) =In ( 1(0)7141(0) + 0‘1(1)7}61(1)> The parity fractions of both block codes are given by
1(0)7161(1) + 21 (1)7161(0)
exp (L['"](y )+L (y)> +exp( L ) L) ) Lhg, ary = (i6 S -~i3/1271> ’ (13)
= ln in in in in N 2 N - N
eXP( [](U ) )-‘rexp( LY (y) +L[](U ) 1;: (ZS,n"'Z:nm"'ﬁVLﬁhn) ’

) . ir. ., =0 Vm#(nmod M,)
This equation simplifies to

[in] [in]
COSh (Ll (y);’Lo (y))

4 (EM @)L () 2
cosh | =L—=5570-22

and

LEN(x) =In 0.  (10) P11 =1 g1 — Ty aie o (14)

with M} = X — M,. For the example of\/, = 4 and

The extrinsic informationL!>®(x) is plotted against the M} = 3 the generator matrix looks like

channel-related LLRL'"]( ) > 0 at the header bit position 1000101
in Fig. 6 for different ZI" (). This proves that the insertion G. — 01001 10
of perfectly known b|tSa; provides additional extrinsic infor- 1 00101 11
mation | LS ()| for LIV (y) +# 0. In realistic scenarios longer 0001 111
headers and convolutional codes with larger constrairgtten 4 for M,, = 4 and M* = 7 like
are assumed, increasing the overall extrinsic information
100 01 0 O0O0T1O0O0
V. SYSTEM CONFIGURATION AND SIMULATION RESULTS o1 0001000710
5=
The transmission of speech by the proposed S/H-ISCD 8 8 (1) ? 8 8 (1) (1) 8 8 (1)

system given in Fig. 2 is simulated. The highest mode



REDUNDANT BIT MAPPINGS APPLIED TO THEAMR-NB CODEC AT

TABLE |

(PESQ) [14] of the received speech. PESQ is suitable to teflec

12.2KBIT/S. the perceptual speech quality by a combination of objective

o f instrumergzal measures. It rates the speech quality in tefms

otal bits per frame MOS-L by a value between 1.02 (poor quality) and 4.56

AMR-NE Mode |  Parameter | uncoded / after RBM (good q?JaIity)y. The maximum MOS-L((QpO sc%re isy )Iimited by

5 LSFs 38/ 195 the output MOS-LQO of the AMR-NB codec, i.e., to a value

Pitch delay 30/ 120 of 3.8616 for the utilized speech sample.
12.2 kbit/s Pitch gain 16/ 128 The simulation results are depicted in Fig. 7: The dashed
Algebraic code 140 / 200 curves indicate the results achieved with the S-ISCD system
Code book gain 20/ 128 that does not exploit perfect extrinsic header bit inforiorat
while the solid curves correspond to our proposed S/H-ISCD
] \ Total | 244 | 771 \

system with systematically rearranged header bits. We teant
point out that in both systems within each subfigure (7a, 7b
and 7c) a header of equal length is transmitted. However in
Due to the special structure of this code the parity bits cafl three cases the same energy for transmitting the packets
easily be generated using simple binary operations and iigformation plus header of different size) is used. If the
generator matrices do not need to be explicitly stored. $t haumber of header bits is increased, the energy per trarshitt
been proven in [13] that the repetition co@s, outperforms data bit is decreased.
G, for rates78M < 1. However, G, is more capable of Itcan be seen that the utilization of header bits as supprti
performing iterative decoding for rates™ > 1 due to points within the iterative speech decoding process irsa®a
the fact that the minimum hamming distandg,;, of that the perceived speech quality. As expected, larger heazies si
code is greater than or equal to 2 for any rate. This igad to higher gains. In all depicted cases the proposed S/H-
required for iterative decoding schemes in order to geaeraSCD system significantly outperforms the benchmark S-ISCD
perfect extrinsic information in the presence of perfectiarp system, i.e., even for short packet headers where strongtrob
knowledge. The RBMs for a 20 ms speech frame is given ireader compression (ROHC) [15] is applied (e.g. UMTS-
Table 1. LTE). This proves the high potential of our proposed concept
The headers are error-protected by strong FECs. Thieer 40-byte error-protected headers, a gain of approxisate
different header sizes of 8 , 24 and 40 bytes after errdi-8dB in terms of speech quality is achieved by our S/H-
protection are considered. The header bits are insertedlSED transceiver system compared to the conventional S-
predefined positions into the interleaved speech bits as #8CD transceiver system.
scribed in Sec. Il for our proposed S/H-ISCD transceiver A further and rather surprising result is that, assuming a
system. This system is benchmarked by the conventiorainstant packet energy, our proposed system shows compa-
Speech-ISCD (S-ISCD) system which does not incorporatgble performance for certain header sizes larger than, zero
the header bits into the ISCD process and performs separaaiiough the energy per packet bit is much less. Considering
encoding/decoding for the protocol headers. For both syste Fig. 8, we can further observe that for bad channel qualities
a convolutional IIR rate-1 channel encoder with octal gatwr i.e., f,g < 1.6dB, the performance is even 0.3dB better
polynomialG = (%)8 and constraint lengtik = 4 is applied in the case of 40byte headers. Hence, the loss in decoding
to each packet containing one speech frame. That leadsrabustness caused by the header’s energy consumption can
a total number of771 + 3 tail bits per frame and thus be significantly reduced or even eliminated leading to small
to a gross bit rate of 38.7 kbit/s which corresponds to theerformance gains for certain header sizes.
typical bit rate of the UMTS standard for 12.2 kbit/s speech
before rate matching. As the purpose of this contribution is
to demonstrate the effectiveness of the cross-layer conceplIn this paper, the S/H-ISCD transceiver with cross-layer
we use a non-fading additive white Gaussian noise (AWGNupport for speech communication over packet-switched-wir
channel for simplicity with Signal-to-Noise-Ratios (SNRsless networks (see Fig. 2) has been proposed. It enables,
% varied between-2dB and +4dB. E, is the energy per firstly, an iterative exchange of extrinsic informationweén
information bit andN, the noise power density. Fixing thethe source decoder located on the application layer and the
energy per modulation symbol #, = 1, F;, can be computed channel decoder located on the physical layer and, segondly
for a speech frame of lengtN, (N, = 244 bits for the AMR- the incorporation of known header bits as perfacpriori
NB at 12.2 kbit/s) and a packet of lengiy, to knowledge into the iterative decoding process. This novel
1 N cross-layer concept guarantees for significantly imprayeal-
E,=FE, - — -2 ity of wireless speech transmission compared to the benthma
m N S-ISCD transceiver. In summary, our S/H-ISCD transceiver
where m is the number of bits incorporated in one modulatigutperforms the benchmark S-ISCD system for any header
symbol (i.e. 2 for QPSK). The number of ISCD iterations isizes larger than zero, i.e., even if ROHC is applied to
10. the packet headers in order to increase the goodput of the
There are several objective measures to quantify the subjg@nsmission system. It could be further shown that, assgimi
tive speech quality. In this paper, performance has beeh eva
uated employing the perceptual evaluation of speech gualit2mean opinion score - listening quality objective

VI. CONCLUSION

(15)
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constant packet energy, the header size is not a critictdrfaq; 3

as compared to state-of-the-art transmission systemshvadui

not exploit header information. This concept causes nealy
loss in decoding quality by the header’s energy consumpti

for common header sizes.
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